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Abstract A software algorithm has been developed to
investigate the folding process in B-DNA structures in
vacuum under a simple and accurate force field. This
algorithm models linear double stranded B-DNA se-
quences based on a local, sequential minimization pro-
cedure. The original B-DNA structures were modeled
using initial nucleotide structures taken from the Brook-
haven database. The models contain information at the
atomic level allowing one to investigate as accurately as
possible the structure and characteristics of the resulting
DNA structures. A variety of DNA sequences and sizes
were investigated containing coding and non-coding,
random and real, homogeneous or heterogeneous se-
quences in the range of 2 to 40 base pairs. The force field
contains terms such as angle bend, Lennard-Jones, elec-
trostatic interactions and hydrogen bonding which are set
up using the Dreiding II force field and defined to account
for the helical parameters such as twist, tilt and rise. A
close comparison was made between this local mini-
mization algorithm and a global one (previously pub-
lished) in order to find out advantages and disadvantages
of the different methods. From the comparison, this al-
gorithm gives better and faster results than the previous
method, allowing one to minimize larger DNA segments.
DNA segments with a length of 40 bases need approxi-
mately 4 h, while 2.5 weeks are needed with the previous
method. After each minimization the angles between
phosphate–oxygen-carbon A1, the oxygen–phosphate–
oxygen A2 and the average helical twists were calculated.
From the generated fragments it was found that the bond
angles are A1=150�€2�and A2=130�€10�, while the helical
twist is 36.6�€2� in the A strand and A1=150�€6� and

A2=130€6� with helical twist 39.6�€2� in the B strand for
the DNA segment with the same sequence as the Dick-
erson dodecamer.
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Introduction

Today due to the fast increase in computational power it
is possible to investigate the dynamics of the conforma-
tional properties of large double helical DNA. This is very
interesting because the overall three-dimensional struc-
ture and the local flexibility of DNA is thought to play a
very important role in the recognition of binding sites by
proteins and other small or large, biologically important,
molecules. In order to do this, an accurate force field is
needed to predict the energy fluctuations during the
folding process.

Many studies of DNA folding have been carried out
previously, starting from the first ones using Molecular
Dynamics (MD) in 1983, [1, 2] 5 years after the first
paper on protein dynamics, as quoted in Rappe et al.
(1997). [3] Most of the calculations have been carried out
in vacuum or the effect of the solvents have been ap-
proximated by reducing the charges on the phosphate
groups, or a distance-dependent dielectric parameter has
been used due to the enormous computational require-
ments. Recent numerical works include Molecular Dy-
namics (MD) and Monte Carlo (MC) methods that con-
tain B-DNA strands with water or other solvents. [4, 5]
Most of the MD methods investigate the internal dy-
namics of DNA using atomic or mesoscopic scales [6]
and others are based on sequence, characteristics and
functions of DNA. [7, 8, 9, 10, 11, 12, 13, 14, 15, 16]

Some of the MC methods investigate large double
DNA segments concerning helix deformations upon
stretching using internal coordinates giving results that
lead to force curves which exhibit a plateau as the con-
formational transition occurs. [8] Other Monte Carlo
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methods use an internal coordinate model associated with
pseudorotational representation of sugar repuckering. [17]
The molecular dynamics simulation of the Dickerson
dodecamer using the particle mesh Ewald sum method by
Yong Duan [18] shows very good agreement with the X-
ray structure (1.1 �).

Molecular mechanics studies of double stranded DNA
give results with strong sequence effects on the position
of the unpaired base and on the overall curvature induced
by the “abasic lesion”. [19] Such algorithms are based
on the “multi-copy approach enabling us to determine
base sequences that favor given structural changes or
interactions via a single energy minimization”. [20] Be-
sides simulation methods, systems of different equations
have been used to describe DNA supercoiling and thus
treat sequences containing thousands of base pairs. [21]
Other methods investigate large supercoiled DNA using
Langevin and Euler molecular dynamics [5, 22, 23] ob-
taining trefoil knotting results. [24] K. Vlahovicek and S.
Pongor use a different construction method to form long
DNA chains that use constraint molecular dynamics
simulations in the final structure to find the lowest energy
molecular conformation. [10] Wilma K. Olson and Victor
B. Zhurkin developed an algorithm that models double-
helical DNA at four levels of three-dimensional structure,
showing that conformational changes are critical to the
functioning of the helix, including its packaging in the
close confines of the cell, the mutual fit of DNA and
protein in nucleoprotein complexes, and the effective
recognition of base pairs in recombination and tran-
scription. [9] Throughout these methods it is very com-
mon to compare the modeled structures and dynamics
with the Dickerson dodecamer. [25, 26, 27]

The aim of this work is to compare this local, se-
quential minimization algorithm with the “full strand
minimization method” [28] and to compare the structural
and coiling characteristics of the double stranded B-DNA
segments originating (a) from coding regions of DNA, (b)
from homogeneous DNA strands found frequently in non-
coding regions and (c) from artificial random DNA se-
quences. The two algorithms use a different method
during the folding process while each force field is
composed of similar energy potentials such as Coulombic
and bend angles. Each one of these interactions has the
same parameters but a different range of influences.

This study develops a method for modeling three-di-
mensional structures of B-DNA using a simple but ac-
curate force field in order to examine the overall structure
and the characteristics such as helical twist and curvature
in the modeled DNA structures. The influence on the
folding process of the major forces used in the force field
were investigated and analyzed. All the calculations
during the minimization were made in vacuum where a
minimal complexity model was adopted for every struc-
ture.

The optimum energy minimization process of any or-
ganic molecule of any size requires all the bonds, angles
and torsional angles of the molecule to be included in the
minimization procedure. This would have the result of an

exponential increase in the computational power required
to search for the energy minimum depending on the size
of the molecule. However, in the last few years compu-
tational power has increased significantly, allowing for
minimizing large macromolecules such as DNA and
proteins with a small but significant number of degrees of
freedom. In many cases, orbital theories have proved that
specific groups of atoms (such as sugar rings) are very
stable during many chemical or structural processes [29,
30] allowing us to treat them as geometrically stable
during the minimization procedure. In this way less
conformational changes are required for the study of
macromolecules such as B-DNA. In this study, the three-
dimensional structure of DNA was determined by seven
degrees of freedom (torsional angles) for the sugar
phosphate backbone (T1, T2,..., T7) and two angles (A1, A2)
(see Fig. 1). In this way it is possible to construct highly
flexible three-dimensional double stranded DNA struc-
tures [31] that could be used for energy minimization
models. Later in this study, extra hydrogen bond and
angle degrees of freedom will be discussed, in order to
monitor other structural changes in the model.

Many of the structural rules that determine the path
through space followed by the central axis of the DNA
macromolecule are not yet understood. In the case of
linear DNA free in solution, the phenomenon of se-
quence-dependent bending has received considerable at-
tention. [32] In the past, continuum elastic models have
been used to investigate the trajectories of linear mole-
cules. [33, 34, 35, 36] These models treat the DNA
macromolecules as isotropic, homogeneous, elastic ma-
terials without incorporating a good level of detail. Thus,
they cannot predict accurately enough local sequence-
dependent effects or conformational transitions requiring
rearrangements of the secondary structure. More accurate
models have been developed by describing the structure

Fig. 1 Two DNA bases and sugars connected with a P–O bond.
The DNA strand is rotated via the O–P–O and P–O–C angle as
shown. Different types of bonds, angles and torsions used in the
simulation are shown
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by pseudo-atomic models. [37] These models, although
they are less detailed than all-atom models, have the ad-
vantages of having smaller computational demands and
give reasonable estimations of DNA backbone bending
and DNA folding at the same time.

It is well known that the DNA of living organisms is
composed of coding and non-coding regions. Although
both of these regions are constructed as “random” se-
quences of base pairs, there are many important statistical
differences in their construction. [38, 39] An unexpected
feature of the non-coding regions may be reflected in their
conformations and functionality, especially in the coiling
and super-coiling of the helix. In this work, the structural
conformations of three different types of double DNA
sequences were studied: (a) segments of coding sequences
obtained from real organisms (lambda virus); (b) seg-
ments of DNA consisting of the same base-pairs as the
ones which are found in non-coding regions of real or-
ganisms; (c) random, artificial sequences (the coding re-
gions of DNA have the statistical characteristics of ran-
dom sequences).

This algorithm minimizes double DNA linear seg-
ments of any size and sequence to double folded B-DNA
structures using the Monte Carlo Annealing [40] method.
It uses a very accurate representation of all the atoms for
each base (including the hydrogen atoms) taken from B-
DNA structures found from the Brookhaven database.
The hydrogen atoms are needed to calculate the hydrogen
bond interactions within each base pair. Between each
two neighbor bases nine degrees of freedom in total (two
angles and seven torsions) were used to rotate each chain
in space. The two initial chains are linear and connected
by hydrogen bonds only at the first base pair. During the
minimization two neighboring base pairs were minimized
sequentially starting from the original connected hydro-
gen bonded pair to the last one in the chain. The phos-
phate–oxygen bonds between neighboring bases remain
constant to prohibit the bases from escaping into space.
The force field includes one bonded and three non-bonded
interactions whose parameters are found from the Drei-
ding force field. [41] During the minimization the atoms
are treated as hard spheres. This algorithm is similar to
those of molecular mechanics and molecular dynamics,
where the conformational space is examined to find the
global minimum in a wide range of temperatures. During
the minimization, information about the energy, atomic
distances, angles and torsions are saved together with the
corresponding coordinates of each new structure gener-
ated. This allows one to determine the variations of the
helical twist and bending for each base pair generated.
Programs such as Rasmol, [42] Web Lab Viewer and
Pdbfit [42] were used for displaying and for calculating
the Root Mean Square (RMS) deviation of the structures.
The RMS values produced by the sequential Monte Carlo
algorithm were compared with the RMS values obtained
from the crystallographic B-DNA data.

In the section Model and method, the model of B-DNA
is described with its most important characteristics, fol-
lowed by a description of the initial structures and the

different types of sequence used. The method for pro-
ducing random DNA structures, the different parts and
parameters of the force field and the basic description of
this algorithm are explained. In the section Double
stranded B-DNA, the results of the different type of se-
quences minimized are presented and analyzed and the
average helical twist, the hydrogen bonds, the bond angles
and the torsion angles of each structure are calculated.
Results are presented for (a) sequences originating from
coding DNA of real organisms (b) for homogeneous
segments, which are frequently met in non-coding DNA
and (c) for artificial random sequences. In the same sec-
tion Double stranded B-DNA, the differences and simi-
larities in the spatial conformations of the coding and
non-coding DNA segments are studied by comparing the
spatial characteristics of the produced structure. In the
section Differences and similarities between local se-
quential and full strand minimization procedures, the
advantages and disadvantages found between this local
sequential minimization algorithm and the global length
from the “full strand minimization method” [28] are
discussed by comparing the accuracy and the efficiency of
the two methods. Finally, in the Conclusion the main
conclusions of this work are summarized and future ap-
plications and modifications are proposed.

Model and method

In the current section the most important structural
characteristics found in the B-DNA form are described
including a detailed description of the initial DNA
structure used to predict the double B-DNA strands. The
parameters needed to develop the force field for this
simulation are also described as a function of a set of the
internal coordinates. The methods of Monte Carlo and
simulated annealing, which are used in order to determine
the lowest energy structure of the diverse sequences are
also described. The program is written in such a way as to
accept from the command line the DNA sequence that
will be minimized. During the sequential minimization,
for each interval the molecule is stored into a different file
and all the different parts of the energy force field for
each step of the process are printed into a single file.

For the generation of the minimum-energy structures,
a multiprocessor server containing four CPUs running at
150 MHz was used, running on the IRIX64 operating
system. The simulation was written in the C++ pro-
gramming language using the “CC” compiler, creating a
class for each part of the algorithm. The most important
parts of the algorithm include the generation of the new
structures, the calculation of the energy–force field and
the initialization and storing of the molecule coordinates
during the minimization.
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Structural characteristics of B-DNA

In the current work, the investigation of B-DNA is chosen
since it is the most common DNA structure found in
nature. Also, it is regarded as the native form because its
X-ray pattern resembles that of the DNA in intact sperm
heads. [31] However, the general methodology of this
research should be similar for minimization of the other
forms of DNA. It should only be necessary to change
some of the basic parameters of this minimization pro-
cedure.

B-DNA consists of two polynucleotide strands that
wind about a common axis with a right-handed twist to
form a ~20-� diameter double helix. [43, 44] The two
strands are anti-parallel (run in opposite directions) and
wrap around each other in such a way that they cannot be
separated without unwinding the helix. The natural B-
DNA helix has ten base pairs (bp) per turn (a helical twist
of 36� per bp), [38, 39] a pitch (rise per turn) of 34 � and
the planes of the bases are nearly perpendicular to the
helical axis. [43] Later, these basic theoretical structural
characteristics found from the X-ray crystallographic data
will be compared with our modeled structures.

General description of the algorithm

The algorithm starts with an initial state of very high
energy. The choice of this initial state is described in the
section Initialization of structure. For the construction of
the new structures, the random generator method is used,
described in the section Random generator of new
structures. The energy of every new molecular structure is
calculated using a general force field described in the
section Force field, whereas the methodology and the
parameters used to obtain the conformational energy
minimum of the structures are presented in the section
Monte Carlo annealing simulation.

Initialization of structure

The initial coordinates of the four DNA bases are copied
from a high-resolution pdb file “166D.pdb”, [45] from the
Brookhaven database.

This polynucleotide strand is known by the name
“Dickerson–Drew dodecamer” and is widely discussed in
the literature. [25, 26, 27] Some of the studies in the
literature involve comparison with its own X-ray structure
and that of the NMR structure of the native counterpart,
[46] others involve MD including water and counterions
[4, 18, 47] and others investigate the stability and the
conformation of the dodecamer by inducing sugar puckers
or binding to other molecules. [48, 49]

The 166D.pdb file contains a B-DNA polynucleotide
strand (deoxyribonucleic acid), and a docked gamma-
oxapentamidine. It is formed by 12 base pairs with the
sequence in strand A (cgcgaattcgcg) and is resolved at a
resolution of 2.2 � (Appendix A, Tables 6 and 7).

In order to produce the initial building blocks of the
simulated B-DNA strands, the pdb file was decomposed
into its constituent base pairs with attached side-chains.
Each pair of bases, i.e. AT, TA, GC and CG from the pdb
file were then superimposed on the side-chains and the
sugar part using the program pdbfit. [42] The average
coordinates of the backbone were then generated and used
to build the starting model for each different type of base
for each chain. The hydrogen atoms have been added in
order to calculate the angles for the hydrogen bond in-
teractions. To add these hydrogen atoms in the initial
building model, every previously defined base was su-
perimposed with the corresponding one from the
166D.pdb file found in the Brookhaven database. [50]
The new hydrogen atom coordinates are saved and
transferred to the initial models.

The initial structure of the double stranded B-DNA
was made by connecting DNA bases forming a linear
strand. These bases remain unchangeable at the phos-
phate–oxygen bonds (~1.6 �) where the hydrogen bonds
between the conjugate bases were not formed in the initial
structure (see Fig. 2). In that way the system is made
computationally simpler, both strands are allowed to fit
their own conformations without bias and the bonds are
allowed to form naturally from the chosen conformation.
The current version of the program can handle only
double DNA strands assuming that they exist in a vacuum
(Coulombic interactions are included). Minimization in
water or another medium could be achieved by changing
the Coulombic parameters accordingly. The initial state

Fig. 2 Example of an initial linear B-DNA structure used in the
sequential minimization simulation
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used here is chosen in order to show how the single chain
curls under the influence of the force field. Other authors
use different initial configurations as starting states. [15]

For the generation of the minimum energy structures,
various double DNA strands are used. Some of them are
homogeneous or artificial (random) and others are ex-
tracted from the DNA of test organisms. The real DNA
segments are taken from a coding region of DNA, of the
Bacteriophage Lambda virus, whose entire genome can
be found in Genbank. The Lambda virus is the most
commonly used test organism as it consists of almost pure
coding DNA. In order to understand how DNA strands
coil, sequences with variable number of bases (2, 5, 10, ...
40 base pairs) are used for minimization.

In each run four different structures are minimized
simultaneously in order to decrease the total time of the
minimizations for all the runs. In this simulation, the
energy of the system and the new conformations gener-
ated after each interval neither depend on the number of
base pairs minimized nor on the different energy-com-
ponents forming the force field, which are the same for
every DNA sequence. A 20-base, double DNA strand
needs approximately 2 h for minimization, and a 40-base
strand needs approximately 4.5 h. The time to complete
the minimization process increases slightly with the
number of bases because the algorithm has to translate
more atoms during each step.

Random generator of new structures

An important part of this molecular-energy minimization
simulator, is the random generator of new structures of
DNA. Here the base pairs were chosen sequentially,
minimizing only two base pairs each time, where during
each minimization the algorithm rotates the second of the
two chosen base pairs in three-dimensional space. In or-
der to find a new lower-energy conformation, the fol-
lowing steps are taken:

– Move to the next base pair.
– Choice of two randomly generated angles for each

chain corresponding to the angles A1 and A2, (see
Fig. 1), with a defined step of €1� respectively (see
Table 1).

– Choice of 14 torsion angles, seven defined for the first
strand and seven for the second (see Fig. 1), with a
defined step for all of them of €5�. The T8 torsion
angle is not used in this method in order to reduce the
size of the conformational space (see Fig. 1 and Ta-
ble 2).

The angles defined in Fig. 1 and Table 1 do not cor-
respond completely to the standard nucleic acid torsion
notation [51] but they are chosen here as more appropriate
for the needs of the current algorithm. In the minimiza-
tion, seven torsion angles are used for both strands. All
other angles and lengths shown in Fig. 1 are kept constant
during the simulations. In more detailed calculations,
variations of T8 must also be taken into account, but in
the current study we fix T8 in order to reduce computa-
tional time. More precisely, the sugar ring geometry and
the bases (A. T, C and G) remain undistorted. Moves of
the O–P–O and P–O–C valence angles are allowed to be
as general as possible (0–180�) in order to give the
molecule maximum freedom to reach the minimum-en-
ergy state.

The prediction of the step for both angle and torsion is
based on experience to avoid very large or small con-
formation changes. The range for the angles is defined to
give maximum rotation in space, whereas the range for
the torsion angles is defined from the file 166D.pdb and is
based on the type of DNA that is minimized.

Force field

The molecular-energy minimization scheme is developed
with a force field suitable for fast and accurate predictions
of the energy of the DNA structure treating the atoms of
the same type identically. It is assumed that the potential
energy of a molecule with arbitrary geometry is expressed

Table 1 The range of all randomly generated angles in degrees for
B-DNA structures. The a and b are integer numbers corresponding
to the base counting with b equal to a+1

Symbol Angles Strand Range

A1 O(a)–P(a)–O(b) A, B 0.0� $ 360.0�
A2 P(a)–O(b)–C(b) A, B 0.0� $ 360.0�

Table 2 The range of all ran-
domly generated torsion angles
in degrees based on pdb file
166D.pdb. Again a and b are
integer numbers corresponding
to the base counting with b
equal to a+1

Symbol Torsion angles Strand Range (strand A) Range (strand B)

T1 C(a)–C(a)–O(a)–C(a) A, B 110.0� $ 130.0� 110.0� $ 130.0�
T2 O(a)–C(a)–C(a)–O(a) A, B �50.0� $ �90.0� �50.0� $ �100.0�

150.0� $ 160.0�
�140.0� $ �160.0�

T3 P(a)–O(a)–C(a)–C(a) A, B 140.0� $ 180.0� 140.0� $ 180.0�
�150.0� $ �180.0� �150.0� $ �180.0�

T4 O(a)—P(b)–O(b)–C(b) A, B 0.0 $ 360.0� �50.0� $ �80.0�
T5 C(a)–O(a)—P(b)–O(b) A, B �60.0� $ �180.0� �90.0� $ �170.0�

160.0� $ 162.0�
T6 C(a)–C(a)–O(a)—P(b) A, B 60.0� $ 120.0� 60.0� $ 150.0�
T7 C(b)–C(b)–C(b)–O(b) A, B 60.0� $ 110.0� 60.0� $ 110.0�
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as a superposition of valence (or bonded) interactions
(Eval) that depend on the specific connections (bonds) of
the structure and non-bonded interactions (Enb) that de-
pend only on the distance between the atoms. The valence
interactions consist of the bond-angle bend (EANG, three-
body), whereas the non-bonded interactions contribute the
van der Waals or dispersion potential (EVDW), the
Coulombic (EQ), and the hydrogen bond (EHB) potentials.

Etotal ¼ Eval þ Enb ¼ 10�7EANG þ 10�4EVDW

þ10�5EQ þ EHB ð1Þ
In the current version of the model, the atoms are al-

lowed to move by three- and four-body interactions,
which are formed by two and three bonds, respectively. In
this simulator the force field does not need to be adjusted
for each base because it is independent of the length of the
DNA strand. To determine the accuracy and the global
energy minimum (defined at 1 arbitrary unit), the energy
of known DNA structures is calculated. Table 3 shows
these structures and their energies. The constants before
each potential term (in Eq. 1) have been computed by
calculating the energy from known B-DNA structures
found in the Brookhaven database. They allow the dif-
ferent potentials to be scaled correctly.

There are two types of three-body interaction taken
into account in the force field. The first takes place be-
tween two oxygen atoms and the phosphate atom and the
second between the oxygen, the phosphate and the carbon
atom of two neighboring bases, which are allowed to
rotate in three-dimensional space. The energy of every
three-body interaction is calculated from the formula:

EANG ¼
Xn¼totalbases

n¼0

K sin J� J0ð Þ2 ð2Þ

where under the usual approximation ðJ� J0Þ � 1)
sinðJ� J0Þ ffi ðJ� J0Þ the EANG becomes:

EANG ¼
Xn¼totalbases

n¼0

KðJ� J0Þ2;

K ¼ 100 ðkcal mol�1Þ=degrees2 ð3Þ
In Eqs. (2) and (3), K is the force constant for all angle

bend interactions; J, in degrees, is the new angle between

the two bonds and J0 is the equilibrium angle. The
equilibrium angle J0 was found from a high resolution X-
ray file, from the Brookhaven database [41] and is 104�
for the first and 121� for the second interaction. However,
both strands in the DNA molecule are also allowed to
move by four-body interactions; the energies of these
interactions were not included in the force field. This is
due to the large number of different torsion angles found
in the real DNA structures and to the difficulty and un-
certainty in predicting the constants for the various torsion
interactions.

In the non-bonded energies, the hydrogen bond is in-
corporated due to the importance of structural changes
between the opposite base pairs of different chains. Some
force fields replace the Lennard-Jones 6–12 term between
hydrogen-bonding atoms by an explicit hydrogen-bonding
term, which is often described using a 10–12 Lennard-
Jones potential. Other force fields, such as Dreiding,
improve the accuracy that the geometry of the hydrogen
system adopts by using the 10–12 term and include the
angle between the hydrogen donor (D), the hydrogen (H),
and the hydrogen acceptor (A). In this simulator, both
previous potential terms were tested, but both of them
force the geometry of the two DNA strands to unfold,
pushing the opposite bases as far apart as possible. For
this reason, a new hydrogen bond potential is used to
describe the hydrogen bonding. It contains a bonding
factor to bring the bases closer and an angle factor to
make them as planar as possible.

EHB ¼
Xi¼totalhydrogenbonds

i¼0

abs½100ðRhb � RDAÞ2

þð180� absðqÞÞ� ð4Þ
In Eq. (4), Rhb is the equilibrium distance (2.75 �)

between the donor and acceptor, RDA is the new distance
between the donor and acceptor, q is the angle between
donor, hydrogen and acceptor atom and abs means the
absolute value. The value of 100 is used to give extra
weighting to the bonding rather than to the angle factor.

In a DNA strand, the phosphate groups in the backbone
are heavily charged, making the electrostatic interactions
significant in the current model. It is not possible to avoid
the electrostatic potential due to the nature of the charges,
which are balanced by the presence of magnesium ions
associated with the DNA. However in this simulation
there are no heavy metals present, so it would be of in-
terest to investigate how they would effect the current
DNA models. The electrostatic interactions are calculated
as:

EQ ¼
Xi¼totalinteraction

i¼0

½ð322:0637QiQjÞ=ðeRijÞ� ð5Þ

where Qi and Qj are charges in electron units, Rij is the
distance between charges i and j in �, e is the dielectric
constant (e=1 for vacuum) and the factor 332.0637 con-
verts EQ to kcal mol�1. The charges are positioned on each
individual atom and the net charge on each atom for the

Table 3 The energy of real double DNA strands calculated by the
force field used in the current algorithm. The equilibrium average
energy values for each structure are recorded

DNA sequences Average energies (arbitrary units)

Total VDW Q ANG

cg, gc 3.362 0.768 0.751 1.853
aa, tt 2.482 0.882 0.733 0.867
at, ta 2.534 0.990 0.800 0.745
ag, ga, tc, ct 2.176 0.800 0.741 0.635
aatt, ttaa 7.089 2.727 2.215 2.712
attcg, taagc 10.027 3.141 2.957 3.930
gcgaattc, cgcttaag 17.182 5.461 5.172 6.522
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nucleic acids in units of electron charge are taken from
[52]. In this simulation, only interactions between atoms
of opposite or neighboring bases and not within the same
bases are included in order to make the algorithm com-
putationally simpler.

The third non-bonded interaction is the van der Waals
interaction (see Fig. 3), which is described by the
Lennard-Jones expression. This expression describes the
potential energy of two non-bonded molecules or atoms.
For short distances, the nuclear and electronic repulsions
and the rising kinetic energy begin to dominate the at-
tractive forces. The repulsions increase steeply with de-
creasing separation in a way that can be deduced only by
very extensive, complicated molecular-structure calcula-
tions. The sum of the repulsive and the attractive inter-
actions is here approximated by the Lennard-Jones (n,6)
potential:

V ¼ Cn

rn
� C6

r6
ð6Þ

As usual, it is convenient to select n=12 for mathe-
matical reasons. The new equation can be written as:

Vvdw ¼
Xn¼totalbases

n¼0

C
r0

rn

� �12

� r0

rn

� �6
( )

ð7Þ

where C is a constant parameter, r0 is the equilibrium
distance between the two atoms or molecules, and rn is
the new distance between them, Table 4. To truncate large
numbers of Lennard-Jones calculations, the energy be-
tween neighboring base pairs is calculated and a cut-off
distance of 10 � was used, to avoid calculations of the
energy for distances larger than the cut-off.

Monte Carlo annealing simulation

The current sequential minimization algorithm combines
Metropolis Monte Carlo sampling with a simulated an-
nealing procedure in order to identify the global energy
minimum of the linear B-DNA strands (in arbitrary en-
ergy units). The starting conformation exists in vacuum
and during the minimization only four types of interaction
are taken into account, one bonded and three non-bonded,
as explained in the section Force field. During each step
of the minimization, the algorithm searches for the min-
imum energy structure at a given temperature. In order to
minimize the energy, at each temperature, a large enough
number of N attempts is undertaken, called a “stage” or
“step”. The total number of these stages for each tem-
perature is constant and is called one “interval”. Each
interval does not depend on the size of the sequence and is
normally taken as N=400. Each minimization usually
finishes after 120 intervals (or temperature gradings)
while during the minimization processes only approxi-
mately 50% of the structures generated are accepted.

In each step the strand is allowed to move randomly in
the configuration space by changing angles or torsions of
the minimized base-base pair in the range of €5� and €1�,
respectively. During this process, the new structure and
the values of the energies, angles and torsions of the new
strands are saved at every 20 stages, while during each
step the algorithm keeps track of two particular strand
conformations, the current and the trial. The most favor-
able conformation is then calculated and saved. The
lower-energy structures are automatically accepted while
those of higher energy are accepted on the basis of the
Boltzman factor of the energy increase. The new con-
formations are accepted with probability p given by:

p ¼ 1 ifDE < 0
e�ðDE�10Þ=kTÞ ifDE > 0:

n
ð8Þ

The new structures are accepted if DE<0 or if the
random number between 1 and 0 is smaller than the
quality e�ðDE�10Þ=kTÞ, where T is the current temperature
of the system, k the Boltzman factor and DE is the energy
difference Enew�Eold. The value 10 in the expression
guarantees that 40%–60% of the moves among all trials
are accepted. The constant k (Boltzman factor) is equal to
1 because it is absorbed in the temperature T in order to
simplify the calculations. This value works only with the
current energy scale and changing the scale of the force
field would change the acceptance ratio.

The system is allowed only to approach an equilibrium
distribution at a given starting temperature T0=200, which
is chosen by experiment. This temperature is reduced by
an accelerated cooling procedure that is lowered by a
factor of 97% during the 120 intervals. The cooling pro-
cedure is only allowed to continue if the energy Eold is
larger or equal to 1 unit (see Appendix B, Table 8) or the
temperature T is lower than 1. Otherwise, the minimiza-
tion process is terminated, saving the energy, torsion,
angle and bond values and the coordinates of the equili-
brated structure at this point.

Fig. 3 The Lennard-Jones interactions between two adjacent base
pairs

Table 4 The van der Waals parameters used to calculate the po-
tential energy

Atom ro (�) C (kcal mol�1)

H 3.195 0.0152
C 3.8983 0.0951
N 3.6621 0.0774
O 3.4046 0.0957
P 4.1500 0.3200
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Double stranded B-DNA

During the minimization, double stranded DNA chains
were used in order to achieve the doubly folded B-DNA
structures. The two chains are connected originally at
their first bases by hydrogen bonds, which remain un-
changed during the minimization, while the neighboring
hydrogen bonds are allowed to move. However, the
phosphate–oxygen bonds between the bases in the same
strand remain constant (1.6 �) allowing the two neigh-
boring bases that are minimized to equilibrate, thus
avoiding the bases escaping into space, or into the solu-
tion if the DNA is surrounded by a medium.

This type of minimization is always local and is be-
tween neighboring base pairs. This procedure is an al-
ternative to the full-length minimization introduced pre-
viously [28] and uses global sequence minimization in
order to achieve the energy minimum. Every minimized
base pair is chosen sequentially by taking the last mini-
mized base pair and the next one in the chain.

Figure 4 shows a real double stranded B-DNA struc-
ture, with the same nucleotide sequence as the Dickerson
dodecamer (cgcgaattcgcg). This structure was minimized
starting from two completely linear chains with a very
high energy. During the whole process, every structure
generated was saved after each base-pair minimization
was completed successfully. In the initial structure, all
the hydrogen bonds were completely disconnected (see
Fig. 2) except the ones in the first base pair. The starting
hydrogen potential was made stronger than the other
potentials, forcing the two chains to come close enough to
form the hydrogen bond interactions. Making this po-
tential weaker will result in bringing the chains together
more slowly, making the minimization process more
conformation-search demanding, but probably giving
slightly more accurate results. Several DNA sequences
were generated giving similar results, including homo- or
heterogeneous and real or random base sequences.

The temperature of the system during each local
minimization was decreased after each interval, allowing
the structure to relax to the equilibrium position, thus
avoiding trapping in a local minimum. In total, 20 dif-
ferent small or larger strands were minimized, composed
of 2 to 40 base pairs. It would be possible to minimize
much larger DNA segments (due to the fast algorithm) but
it was not the purpose of this research at this stage. Again,
in order to compare the current results, the B-DNA
structure from the166D.pdb file was compared with the
same segment generated with the same sequence as the
Dickerson dodecamer, by superimposing them in order to
calculate the RMS deviation (Figs. 4 and Fig. 5). The
results show that the structure generated has RMS 1.9 �
compared with the 1.6 � from the “full strand mini-
mization method”. The new structure generated is very
similar to the real one. This is due to the limited range of
the force field used that does not take into account wider
range interactions inside the double helix.

This method gives relatively accurate predictions of
the Dickerson dodecamer, including the angles (see

Fig. 6) the torsions (see Fig. 7) and the hydrogen bonds
(see Fig. 8) and thus can predict larger homogeneous or
heterogeneous segments of B-DNA chains. The new
structures generated have fluctuations between the equi-
librium hydrogen bond angles (180�) and distances
(2.75 �) which are in the range 150–180� and 2.75€1 �
respectively (see Fig. 8) and the bond angles are at the
range of A1=130€10�and A2=150€5� (see Fig. 6). All the

Fig. 4 The final minimized DNA segment of the Dickerson do-
decamer sequence represented by ball drawings and viewed (left)
perpendicular and (right) down the helical axis

Fig. 5 The superposition of the Dickerson dodecamer sequence
minimized using the local Monte Carlo minimization algorithm and
the one found in Brookhaven database. The red is the minimized
one and the blue is the real taken from the 166D.pdb” file

Fig. 6 The values of the angles A1=O–P–O and A2=P–O–C (in
degrees) from sequence “cgcgaattcg”. For comparison the values of
the equilibrium angle are depicted
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torsion angles are found in the angle space that the al-
gorithm generated (see Table 2). In order to find out how
close the generated structures are to the real crystallo-
graphic B-DNA, we test the helical twist values of the
generated Dickerson dodecamer against the helical twist
values measured by X-ray crystallography for the same
structure (see Table 5). In the same table the helical twist
of a few other generated sequences is also reported for

comparison. The structures generated from the runs using
dC40 and “tgagaacgaaagctgcgcgggaggttgaagaactgcgg”
are shown as Fig. 9. It was found that the real structures
were very close to the numerically predicted ones with
small differences between the neighboring chains. A
factor preventing exact overlap of the two structures is the
organic molecule intercalated into the structure in the pdb
file. This is not taken into account in the simulation, al-

Table 5 The average helical
twist of both chains, for the
structures Dickerson dodeca-
mer, dC40, and tgagaacgaa
aagctgcgcc gggaggttga agaact-
gcgg

Structure cgcgaattcgcg dC40 tgagaacgaa aagctgcgcc gggaggttga agaactgcgg

Strand A 36.6�€1� 33.9�€1� 37.2�€1�
Strand B 39.6�€1� 41.1�€1� 40.1�€1�

Fig. 7 The distribution of the seven different torsion angles (in degrees), moving across the sequence. Left for chain A and right for chain
B. The angles are taken from the final generated DNA segments after the local sequential minimization

Fig. 8 The distribution of the hydrogen bond distances left and the hydrogen bond angles right. They are taken from the minimized
Dickerson dodecamer sequence. For comparison the values of the equilibrium angle are displayed
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though organic molecules (drugs) in the minor groove
typically have little effect on the helical conformation.

The most important contribution to the force field it-
eration during the first intervals are the hydrogen bond
interactions, whereas at the end of the minimization the
other energy components become more important. The
electrostatic interactions contribute less than the other
forces, so they are not very important during the mini-
mization. In all cases, the energy is reduced rapidly in the
first intervals and then falls logarithmically with large
fluctuations during the process of avoiding trapping in a
local minimum. In the current simulations, larger organic
molecules attached to the double chain were not taken
into account. To include such molecules, one must in-
troduce additional degrees of freedom to account for the
various components of the attached molecules. Alterna-
tively, solvents could be added into the system easily by
changing the parameters of the force field.

Differences and similarities between local sequential
and full strand minimization procedures

Using local minimization techniques rather than full-
length techniques has many advantages and disadvan-
tages. From the local minimization, the results show that
it is faster and easiest to find out the correct conforma-
tions required for the prediction of the folded DNA
structure. A smaller number of trials is also used to
achieve folding and thus less time is needed for the total
minimization to be completed. B-DNA sequences con-
taining 40 base pairs need approximately 4 h using this
method and 2.5 weeks using the full-length minimization
method, which is global. It is obvious that the local
minimization is more efficient than the global.

As was reported in the previous section, using the local
minimization method, the generated DNA strands are not
as accurate as expected because of the very restricted
force field used for calculating the energy. This force field
does not take into account the wider forces existing in

these small segments of DNA. In a global minimization
one has to use a wider range force field to take into ac-
count all the changes in the structure. To eliminate this
problem in a local minimization algorithm, it is possible
to increase the range of the force field in the molecule
until it gives more accurate results. It is possible to take
into account wider changes of the DNA strands, calcu-
lating the energy forces from the already predicted DNA
segments.

Here the algorithm uses a very narrow force field that
calculates the energy between two successive base pairs
without taking into account any structural information of
the neighboring base pairs. In the near future, the authors
plan to increase the range of the force field in the algo-
rithm and to include further base pairs. However, the
results are accurate enough even at this level of approx-
imation.

Conclusions

Using the proposed sequential minimization approach, our
aim was to understand and investigate how DNA actually
folds in cells. Many biologists believe that DNA folds by
adding each base to an already built (linear or folded)
single or unfolded DNA strand, allowing each newly ad-
ded base to fold independently from the rest. This inves-
tigation tries to apply a similar approach by using a linear
starting strand and folding each base sequentially until
reaching the last one. The results show that it is possible to
fold accurately and rapidly large DNA segments, by using
the Monte Carlo annealing method and a force field with
only a minimum number of energy terms. Using a local
minimization method gives the advantage of high-speed
performance and results that are nearly as accurate as the
global minimization methods.

With the sequential minimization approach, in order to
achieve new structural conformations, each chain was
moved independently from the others, using two angles and
seven torsions for each strand, defined in Tables 1 and 2. To
bring the two strands together a simple type of hydrogen
bond potential was applied between the two strands. In the
algorithm there are no bond interactions because it is as-
sumed that the bond between the bases for each strand
remain constant (1.6 �) and the total energy is independent
of the number of base pairs contained in the DNA chain.

Only double stranded homogeneous or heterogeneous
real or double B-DNA molecules were calculated. How-
ever, A- and Z- type DNA molecules can be minimized
by changing the restriction table for the torsion angles.
The results show that the linear initial conformations
could be folded quickly into recognizable helical shaped
DNA fragments. For the minimization, the Monte Carlo
annealing method was used and the force field was built
by taking the parameters from the Dreiding force field.
During the construction of the algorithm many assump-
tions were taken in order to reduce the time of the min-
imization process and to make the model simpler to
handle. These assumptions may be relaxed in more de-

Fig. 9 Two of the final minimized DNA segments generated by
this algorithm. The top is the homogeneous dC40 base pairs while
the bottom sequence is “tgagaacga aagctgcgc gggaggttga agaact-
gcgg”
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tailed models, which will allow the exploration of larger
conformational space and produce more accurate results.
Additional angle and torsion rotations could be added to
the system allowing the system to equilibrate better. Other
force fields, such as the Amber and Charmm force fields
should also be tested and compared both with the Drei-
ding force field results and with crystallographic data.

The average helical twist was calculated for several
real and theoretical or random structures (see Table 5) in
order to determine how close these structures are to the
real structures and to the numerical values predicted by
the local sequential minimization algorithm. The results
show that the neighboring chains are not identical. This
conclusion together with the much faster performance of
the sequential algorithm shows a large improvement over
the full strand minimization algorithm. Further studies
could investigate the folding process in a solvent (such as
water) with addition of magnesium atoms and of organic
molecules attached to the DNA chain.

A question, which was posed at the beginning of this
study, was whether it is possible to determine quantitative
structural/conformational differences between coding,
non-coding, homogeneous and random DNA sequences,
i.e. to determine whether or not the structural character-
istics relate to the functional role of the sequence. The
current algorithm has tested chains of length up to 40 base
pairs. For these chain sizes, and although the chains differ
in their detailed structures, the overall conformational
characteristics, such as bond angles or helical twists, do
not present any consistent features which could allow us
to determine the functional role (coding, non-coding) of
each chain. To test this hypothesis, longer chains, of sizes
up to few thousand base pairs, need to be tested in detail
and this will be possible with (a) further amelioration of
the algorithm performance and with (b)incorporation of
the “full strand minimization” scheme in critical steps of
the minimization process.

Appendix A

Initial structures are shown in Tables 6 and 7.

Table 6 The values for the bonds, and angles and torsion angles for
the B-DNA strand from the pdb file 166D.pdb

Pair
sequence

Bonds (�) Angles (degrees)

Strand B Strand A Strand B

A1 A2 A1 A2

cg 1.556 99.431 119.633 100.851 121.693
gc 1.608 91.351 121.134 95.327 119.034
ag 1.624 93.019 122.008 95.400 122.455
aa 1.607 98.744 118.724 99.589 125.903
ta 1.593 96.731 118.459 99.808 120.381
tt 1.609 100.776 117.534 100.214 116.611
ct 1.569 103.802 125.117 103.272 125.592
gc 1.621 97.097 126.144 102.447 123.011
cg 1.553 96.549 117.381 95.536 108.223
gc 1.663 100.903 122.330 100.351 127.826

P
ai

r
se

qu
en

ce
T

or
si

on
s

(d
eg

re
es

)

S
tr

an
d

A
S

tr
an

d
B

T
1

T
2

T
3

T
4

T
5

T
6

T
7

T
1

T
2

T
3

T
4

T
5

T
6

T
7

C
g

11
6.

8
�

77
.9

17
3.

9
�

55
.5

�
11

9.
6

78
.4

89
.9

12
6.

0
�

70
.4

�
15

7.
6

�
10

6.
2

�
14

9.
2

90
.9

81
.7

G
c

11
4.

8
�

96
.4

16
3.

8
�

65
.5

16
0.

3
14

9.
2

80
.1

10
6.

4
�

62
.4

15
0.

8
�

64
.3

�
10

1.
2

92
.7

74
.0

A
g

11
5.

2
�

65
.3

17
5.

8
�

73
.0

�
11

7.
2

88
.2

86
.4

11
0.

5
�

78
.5

14
9.

9
�

30
.9

�
12

2.
7

88
.2

10
6.

5
A

a
12

6.
9

�
77

.0
17

9.
6

�
59

.2
�

11
1.

4
83

.1
76

.0
11

4.
8

�
88

.4
17

1.
6

�
44

.9
�

10
1.

1
81

.6
74

.5
T

a
12

5.
7

�
53

.5
17

3.
9

�
69

.4
�

10
2.

4
91

.2
75

.0
12

4.
7

�
56

.2
16

8.
9

�
61

.1
�

10
1.

9
72

.0
71

.8
tt

12
0.

3
�

58
.9

16
4.

8
�

69
.9

�
11

2.
8

83
.7

74
.7

12
4.

9
�

57
.7

17
0.

2
�

65
.6

�
10

5.
6

78
.4

78
.5

ct
11

7.
7

�
68

.6
17

9.
7

�
60

.4
�

98
.1

62
.4

74
.4

12
1.

0
�

54
.1

17
3.

9
�

72
.2

�
13

0.
4

82
.2

72
.0

gc
10

8.
7

�
65

.0
�

16
2.

3
�

67
.6

�
10

6.
9

68
.8

71
.6

11
3.

3
�

60
.6

16
8.

6
�

63
.7

�
13

7.
1

85
.4

81
.4

cg
11

4.
9

�
56

.8
14

5.
1

�
54

.6
�

15
2.

7
10

2.
1

87
.2

10
8.

9
�

60
.8

17
7.

7
�

61
.3

�
17

9.
0

92
.2

68
.8

gc
12

1.
7

�
50

.0
17

3.
3

�
73

.7
�

95
.8

70
.9

80
.0

10
7.

7
15

6.
9

�
16

1.
1

52
.7

�
66

.7
11

3.
3

71
.8

T
ab

le
7

T
he

va
lu

es
fo

r
th

e
to

rs
io

n
an

gl
es

fo
r

th
e

B
-D

N
A

st
ra

nd
fr

om
th

e
pd

b
fi

le
16

6D
.p

db

195



Appendix B

The average starting and final energy values of the minimized double B-DNA strands are shown in Table 8.

Table 8 The average starting and final energy values of the minimized double B-DNA strands. The energy values are composed from the
addition of all initials and final potentials of each base which composed the DNA fragments

Type 0–10–20 Average initial energy
(arbitrary units)

Average final energy (arbitrary units)

Total Total VDW ANG HB Q

Homogeneous cc 30312.844 54.902 1.800 15.001 38.100 0.001
Homogeneous aa 20274.687 24.309 0.901 16.202 7.201 0.005
Real cg 32007.590 57.125 1.101 17.511 38.503 0.010
Real ta 20274.714 20.903 0.002 13.300 7.600 0.001
Real ag 32007.602 59.303 0.700 13.602 45.001 0.000
Real aatt 321644.854 79.477 4.550 44.203 30.723 0.001
Homogeneous ggggg 32007.615 240.204 3.001 56.301 180.900 0.002
Homogeneous ccccc 1040603.302 215.518 3.703 55.512 156.301 0.002
Dyadic cgcgcgcgcg 10401088.080 509.624 12.300 129.420 367.901 0.003
Dyadic cgcgcgcgcg cgcgc 37478446.240 791.004 29.001 210.802 551.200 0.001
Real cgcgaattcgcg 17057325.350 504.624 16.001 157.720 330.901 0.002
Real cgaattcg 4419101.968 272.533 12.902 97.716 161.912 0.003
Homogeneous cccccccccc cccccccccc 91485283.530 1064.640 15.989 297.742 750.901 0.008
Homogeneous cccccccccc cccccccccc ccccc 181944801.890 1343.527 31.302 393.523 918.701 0.001
Homogeneous cccccccccc cccccccccc cccccccccc 317932334.624 1588.74 26.123 421.112 1141.502 0.003
Homogeneous cccccccccc cccccccccc cccccccccc cccccccccc 762733113.839 2203.377 28.302 583.521 1591.543 0.011
Real-coding tgagaacgaa aagctgcgcc 84181177.320 867.517 32.412 287.003 548.101 0.001
Random tcaaatgggc cccgaaatcg 87404653.640 920.119 20.101 288.910 611.104 0.004
Real-coding actgataccg gggttgctga 78174923.939 930.118 41.902 281.412 606.802 0.002
Real-coding tgagaacgaa aagctgcgcc gggaggttga agaactgcgg 669256988.142 1780.151 59.734 575.710 1144.705 0.002
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